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Memoériak

> volatile: folyamatos energia kell a taroldshoz, ha nincs dram alatt, akkor felejt, sértl az
adat

pl. él6lények emlékezete (ha nem eteted — meghal — nem nyered vissza az emlékeit)
» nonvolatile: nincs folyamatos energiaigénye, akkor is benne marad az adat, ha nincs

aram alatt
pl. barlangrajz (ha nem eteted — nem érdekli — megmarad az inf6 energia nélkul is)
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Memoériak

» Dinamikus memdria (dynamic): folyamatosan frissiteni kell a tarolt értéket, kiilénben
elsikkad
pl. konyhakert (ha nem gyomlalgatom, akkor elt(inik a paradicsom)
pl. bevszamtech tudas (ha nem gyakorlom, elfelejtem)

» Statikus memdria (static): nem kell folyamatosan frissiteni és visszaujitani az értéket

pl. 6serdé (tdbbezer éve ott van az a fa)
pl. sajat neved (elég nehéz elfelejteni, gy beléd van égetve)
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Memoériak

» Read-Only Memory (ROM): csak olvashaté nonvolatile memoria (egyszer, vagy esetleg
nehézkes torlés utdn tébbszor irhatd)
» Programmable ROM: specialis eszkdzzel gyartas utan programozhato, egyetlen alkalommal
» Frasable PROM: tordlhetd (pl.: UV fénnyel) és Ujrairhaté mas adattal
» Eletronically Erasable PROM: elektronikusan torélhet6 és néhany ezerszer (milliészor)
Ujrairhato

» Random Access Memory (RAM): barmely cimet ugyanannyi id6 elérni ellentétben pl. a
mereviemezzel a legtdbb volatile memdriatipust is valamilyen RAM-nak hivjak
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Memoria-hierarchia

Probléma: a gyors mem©ériak dragak és kicsik, a nagy memoridk nem férnek el kozel a
CPU-hoz

Megoldas otletek:
» Alkalmazzunk sokféle memoriat
> A software valogasson kozottuk (registerek, f6 memaoria, mereviemez)

6 | #04/1 - Adattarolas



Memoria-hierarchia

Kulonb6zd technolégiak, gyorsabbtdl a lassabbig:
> Register: CPU chipen rajta, fordit6é donti el altalaban, hogy mi kerul regiszterekbe

> L1, L2,...cache (gyorsitotar): egyre nagyobb és messzebb levd DRAM memoridk
a hardware donti el, hogy mi kerul bele

> f8 memoria: altaldban valamilyen DRAM
operacids rendszer ide cache-eli a hattértarakat

» Solid State Drive (SSD): gyors nonvolatile (perzisztens) tarolé
» Hard Disk Drive (HDD): lassabb, magneslemezes tarolo
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Hattértarak

Perzisztens tar (nonvolatile): kikapcsolas utan megmarad az adat

Jellemz6k:
> savszélesség
» hozzaférésiidd
» tarolékapacitas
> élettartam
> ar
(l&sd: memériahierarchia)
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Optikai tarolok

Egy lemez egy hosszu reflektiv spiral mentén tarolja az adatokat.
Az adatok az anyag feltletén (pit (0) és land (1)) tarolédnak, kiolvasaskor a felpdrgetik a

lemezt, és egy |ézersugarral megyvilagitjak.
A land visszatukrozi a sugarat, a pit nem (6n-interferal).

Tipusai:
» Technolégiatél fuggben: CD, DVD, BluRay
> [rhatésagtél fiiggden: csak olvashaté (ROM), egyszer irhaté (R), Gjrairhad (RW)

> Alkalmazastol fuggden: zene, film, program, képek
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Optikai tarolok

’4— 120 mm —>‘

—4— 0.4 u4m
I minimum

cyclopaedia Britannica, Inc.
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Mereviemez

Hard Disk Drive (HDD)

Magnesezhetd, forgd lemezekre irja az adatot.

Ellentétben az optikai lemezekkel, koncentrikus kérokre. (Egyenletes sebességgel lehet
forgatni.)

Az iré/olvaso fej a lemezek kdzdtt mozog néhany nanométerre légparnat general maga
ala.

Régebben a cilinder-fej-szektor (cylinder-head-sector) alapjan cimezték (megfelel6en az
irasi proceduranak) manapsag inkabb logikailag, folytonosan (Logical Block Addressing)
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Mereviemez
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Mereviemez

Feliilrol

Oldalrél

Korong (platter) —

— |

Feliiletek (surfacks)

[ ]
T T

Henger (cylinder)
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Mereviemez

CHS Adressing LBA Adressing
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Mereviemez

Elérési id6 all:
> keresési idobél (seek time): oda kell vinni a fejet arra a radiuszra
> forgatasi id6bél (latency time): arra a szogre kell forgatni a lemezt

Seek Time Latency Time

Latency

Disc

Data Block
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Flash alapu hattértarak

Floating-gate transzisztor technoldgian alapulé random access, perzisztens tar.
Az Ujrairas fizikailag terheli az eszkdzt

Erre megoldas, hogy az irasokat egyenletesen elosztjuk az eszk6zdn (wear levelling) Pl.:
pendrive, Solid State Drive (SSD)
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Flash alapu hattértarak

Solid State Storage — Wear Levelling
Without Wear With Wear With Wear

Levelling Levelling Levelling
(worst case) (best case)

HEN SEE EEN
HEN SEE BEN
HEE SEE EEE
HEE SN EEN

. Nearing end of usable life
Early to Midway through usable life
. Early in it's usable life
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Egyéb technolégiak

> magnesszalag: hosszu tavu (évtizedek) adattarolasra, amit ritkan olvasnak

» memrisztor alapu technologiak:
a memrisztor egy nemlinearis passziv elem, amelynek ellenallasa fugg a multbeli
toltésaramlastol
az ellenallas az allapot

> DNS alapu adattarolas
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Particionalas

Egy hattértaron belll lehet8ség van tobb terlletet, particiot kialakitani
> tobb operacios rendszernek
> tdbbféle fajlrendszert alkalmazni
> kuldn particié az adatoknak és rendszernek

Két nagy formatum van a particiok kialakitdsara: MBR és GPT
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Redundant Array of Independent (Inexpensive) Disks (RAID)

Redundansan tarol tobb hattértaron, hogy néhany elromlasa esetén se torténjen
adatveszteség
» RAIDOQ: csikozas (striping)
nem redundans, csak a savszélességet noveli

> RAID1: tikrozés:
két eszkdz ugyanazt az adatot tartalmazza

> RAIDS5: blokkonkénti csikozas elosztott paritassal
ellentétben az el6z6ekkel, a paritds nem egy hattértaron van, hanem elosztva az
Osszesen

» RAID10: csikozas és tukrozés
két hattértar is kieshet egyszerre
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RAID

RAID O
aP e
e
AL A2
a3 4 A
AT | AB
AT AR
—
Disk O Disk 1
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RAID

RAID 1
b B a»
L A1 L A1
A2 A2
L A3 | | A3 |
A4 | A4
\-..______,..f‘ —__~
Disk 0 Disk 1
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RAID

Disk O

RAID 5
A2 A3
B2 1 B
G 1 N C2
D1 4 (D2 4
)

Disk 1 Disk 2
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RAID

RAID 10
RAID 0
RAID 1 RAID 1
AL AL A2 A2
A3 A3 Al AL
A 4 NAS 4 NAB 4 K A6
R A7 A8 | A8 4
- -
Disk 0 Disk 1 Disk 2 Disk 3
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Fajlrendszerek (file systems)

A fajlrendszerek feladata, hogy a rendelkezésre all6 helyen elhelyezze az adatokat:

hogyan reprezentalja, milyen stratégiaval hozza létre és torélje stb., és adminisztralja a
fajlokat (metaadatok).

A felhasznalé felé ez fajlok egy (Linux, Mac) vagy tobb (Windows) fa strukturajat jelenti.
A belsé csomépontok a kdnyvtarak vagy mappak.

Metaadatok (adatok az adatokrél) lehetnek:
> A fajl tulajdonosa
> Készités, hozzaférés, mddositas datuma
» Hozzaférési jogosultsagok

> Kiterjesztett attribdtumok, pl.: el6kép-ikon, cim, 6sszefoglald
ezeket nem értelmezi a fajlrendszer, csak tarolja
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Néhany népszerii fajlrendszer

» NTFS (NT file system / New Technology File System)
> Max. fajl méret: 256 TB
> Jogosultsag- és tomoritéskezelés
> Megbizhatésag (dramszlinet, hibas szektor)
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Néhany népszerii fajlrendszer

» NTFS (NT file system / New Technology File System)
> Max. fajl méret: 256 TB
> Jogosultsag- és tomoritéskezelés
> Megbizhatésag (dramszlinet, hibas szektor)
> Ext4
> Max. fajl méret: 16 TB
> Linux rendszerhez fejlesztették ki
» Konnyl menedzselhet8ség (pl. tzem kdzbeni bdvités)
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Néhany népszerii fajlrendszer

» NTFS (NT file system / New Technology File System)
> Max. fajl méret: 256 TB
> Jogosultsag- és tomoritéskezelés
> Megbizhatésag (dramszlinet, hibas szektor)
> Ext4
> Max. fajl méret: 16 TB
> Linux rendszerhez fejlesztették ki
» Konnyl menedzselhet8ség (pl. tzem kdzbeni bdvités)
> File Allocation Table (FAT)
> Max. fajl méret: 4 GB
» Egyszer(, régbta hasznalt fajlrendszer
> Sok oprendszer tdmogatja
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Toredezettség (file fragmentation)

Altaldban sok f4jlt tarolunk, és ezek mérete folyamatosan valtozik.

Kilso toredezettség

A fajl nem fér bele az el6re lefoglalt vagy rendelkezésre all6 szabad helyre. Ezért a fajlt
tébb darabban taroljuk.

Probléma: nehéz megoldani, hogy fizikailag egymas utan kovetkezd blokkokban taroljuk a
fajlon bellli adatokat. Ez nem RAM esetén fontos az elérési idd miatt.

Belsé téredezettség
Ha a szabad hely téredezik, mert a fajl nem tolti ki a neki lefoglalt helyet, és a fennmarado
lyukat mar nem tudjuk mivel betdmni (mert a blokkméret egységes).

Probléma: hidba van sok apré szabad helylnk, ezek nem hasznalhatoék fel ténylegesen
szabad helyként.
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Kulsé toredezettség
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Kulsé toredezettség
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Kulsé toredezettség
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Kulsé toredezettség
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Kulsé toredezettség
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Kulsé toredezettség
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Kulsé toredezettség
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Kulsé toredezettség
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Kulsé toredezettség
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Kulsé toredezettség
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Kulsé toredezettség
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Kulsé toredezettség
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Belsd téredezettség

4 KB

4 KB

4 KB
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Soros és parhuzamos adatatvitel

Az adat (pl. 8 bites szam) egyes bitjei egyszerre vagy id6ben eltér6en érkeznek meg?

Parhuzamos atvitel
» annyi darab vezeték, ahany bit — helyigény
> egyszerre kozlekedik rajta az adat — gyors
» pl. memoria és CPU kozott

Soros atvitel
> kevesebb vezeték, mint ahany bit — kis helyen elfér
> a bitek egymast kdvetve érkeznek meg — lassabb
» pl. USB kabel
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Soros és parhuzamos adatatvitel

Parallel interface example

Transmitter (TX) Receiver (RX)

D7 0 (MSB) > D7

D6 1 » D6

D5 S » D5

D4 5 » D4

D3 0 » D3

D2 1 > D2

B(l) 1(LSB) ¢ B(l)

Serial interface example

Transmitter (TX) Receiver (RX)

(LSB) (MSB)

/ \
DO D1 D2 D3 D4 D5 D6 D7
DO 1 1 0 0 0 1 1 o0 > DI
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Egy modern alaplap blokkvazlata

Graphics
card slot

Chipsel

Memory Slots

High-speed

graphics bus

ap o et Northbridge
press)

(memory.
controller hub)

Southbridge

(1/0 controller

Cables and
pors leading
off-board

PCISlots

Flash ROM
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Buszok

Kulonb6z8 komponensek kozotti 6sszekottetés
> vezérl6busz: kommunikacio lefolytatasa
» cimbusz: Uzenet célja
> adatbusz: adat megy rajta
A kommunikacié valamilyen protokoll alapjan torténik:
» aszinkron
» szinkron
A kommunikacioban a felek lehetnek:
> egyenranglak
> ala- és folérendelt viszonyban
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Aszinkron kommunikacio

> Nincs k6z06s Orajel, vezérlbjelekkel torténik az id6zités. (Handshake)
> ElBny: egyszer(ibb, nem kell 6rajel
> Hatrany: késleltetések (meg kell varni, amig a jel eljut a cimzetthez)

Address l;r:\g;t;: «—— Address asserted by =\

A\ Master at time ty Next

Previous > Data asserted \<
Data Data/\ Master at time !byn gegs

READ-H Frewous \ e
Cycle

REQH ___/\/2 /'\; - \_i—_____

ACK-H
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P

Szinkron kommunikacioé

» A kommunikaciét kozos dérajel szinkronizalja.

» Orajel: valamilyen periodikus jel, meghatarozott frekvencidval és szélességgel
> El6ny: gyorsabb, nincs szikség handshake-re

> Hatrany: az orajelet a leglassabb eszk6zhoz kell igazitani

|

T T T,

| | |
l

|
|
T
1 T T
Address | N 1
enable : ! :
Data | — -
Read { lines |_|_-—-\ alid data in,

1
) [/
NP A WD S N (N
| | 1 1
S'h"l::: —< Status signals —
i I 1
Address
3 Stable address o
lines 1
1
1
1

1 1 1
cycle | |
Read | 4 1 L

| 1 ]
|

1
|
1
1
|
Write lines ' | Valid (Ilala out
cycle ; d
wete 1 /T N\
[
1
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